**AUGMENTED EXPERIMENT**

**WORK ON A REAL DATASET**

Implementation of Data Pre-processing on Real Dataset.

**ABSTRACT :**

A Real Dataset is so realistic to know and observe. Working on real dataset determines to know whether are there any missing values i.e. NULL values, or are there any outliers in it, is standardization and normalization required for the real dataset, does the encoding is applied or not for it. One of the real dataset is Student details. The dataset has 5 features with 40 entries. Before predication of the class variable, all the data pre-processing steps are to be preformed to make the dataset clean and neat. Working on real dataset is not easy as it have may entries with different kind of errors. Different plots can be visualized to know whether the dataset is noise free or not. After all this process, a real dataset is ready for further steps and for prediction of result. Data collection is one of the most important part while working on real dataset. It plays a great role in determining how well the analysis of data goes. Here, the dataset is collected by survey method.

**DATASET : student.csv**

**Student.csv**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Name | College Name | Age | Marks  (1-100) | Result |
| V.Vineela | GMRIT | 20 | 89 | Pass |
| V.Swetha | GMRIT | 20 | 90 | Pass |
| Upparapalli Ramesh | GMRIT |  | 90 | Pass |
| Jyothi | AU | 19 |  | Pass |
| Ramu Yerramsetti | GMRIT | 20 | 75 | Pass |
| Rajana Sai Manikanta | GMRIT | 20 | 84 | Pass |
| Uma Shankar | AU | 19 | 12 | Pass |
| Michel | GMRIT | 18 | 99 | Pass |
| Dhamareshwarakumar Gandikota | GMRIT | 21 | 70 | Pass |
| MS Rizwan | GMRIT |  | 92 | Pass |
| Thota Prasanth | GMRIT | 20 | 97 | Pass |
| Jhansi | GMR IT | 20 |  | Pass |
| Sneha | AITAM | 21 | 85 | Pass |
| Bukkaptanam Narasimha Swami | AU | 19 | 93 | Pass |
| Renuka kola | GMRIT | 19 |  | Pass |
| M. Suryanarayana | AITAM | 20 | 8.24 | Pass |
| Revathi | GMRIT | 20 |  | Pass |
| P vamsi | GMRIT | 21 | 0 | Fail |
| Surya | GMRIT | 21 | 91 | Pass |
| Pakki Venkata Sai Manasa | GMRIT | 19 | 90 | Pass |
| VINJAMURI ARAVIND | GMRIT | 19 | 46 | Pass |
| Michel | AITAM | 17 | 89 | Fail |
| Paluri.Kali Halkesh | GMRIT | 22 | 72 | Pass |
| Yasin | GMRIT | 20 | 63 | Pass |
| Sharon Kota | GMRIT | 18 | 20 | Pass |
| Aadhya | AU | 19 | 24 | Fail |
| Deepika | GMRIT | 19 | 78 | pass |
| Sri | AU | 21 | 29 | fail |
| Charishma | AITAM | 18 | 63 | pass |
| Surya | AITAM | 22 | 45 | fail |
| Bhavani | AU | 23 | 98 | pass |
| Shyam | AU |  | 23 | fail |
| Laxmi | GMRIT | 20 | 86 | pass |
| Kiran | AU | 19 | 85 | pass |
| Mani | GMRIT | 18 |  | fail |
| Charan | AITAM | 21 | 56 | pass |
| Aravind | AU | 20 | 33 | fail |
| Nagaraj | AITAM | 18 | 12 | fail |
| Sweety | GMRIT | 22 |  | pass |
| Jahnavi | AU | 19 | 39 | pass |

**PROGRAM CODE:**

#Importing the libraries

import numpy as np

import matplotlib.pyplot as plt

import pandas as pd

#Importing the dataset

dataset = pd.read\_csv('student.csv')

X = dataset.iloc[:, :-1].values

y = dataset.iloc[:, -1].values

#Displaying the Rows as a Record

print(X)

**OUTPUT :**

[['V.Vineela' 'GMRIT' 20.0 89.0]

['V.Swetha' 'GMRIT' 20.0 90.0]

['Upparapalli Ramesh' 'GMRIT' nan 90.0]

['Jyothi' 'AU' 19.0 nan]

['Ramu Yerramsetti' 'GMRIT' 20.0 75.0]

['Rajana Sai Manikanta' 'GMRIT' 20.0 84.0]

['Uma Shankar' 'AU' 19.0 12.0]

['Michel' 'GMRIT' 18.0 99.0]

['Dhamareshwarakumar Gandikota' 'GMRIT' 21.0 70.0]

['MS Rizwan' 'GMRIT' nan 92.0]

['Thota Prasanth' 'GMRIT' 20.0 97.0]

['Jhansi' 'GMRIT' 20.0 nan]

['Sneha' 'AITAM' 21.0 85.0]

['Bukkaptanam Narasimha Swami' 'AU' 19.0 93.0]

['Renuka kola' 'GMRIT' 19.0 nan]

['M. Suryanarayana' 'AITAM' 20.0 8.24]

['Revathi' 'GMRIT' 20.0 nan]

['P vamsi' 'GMRIT' 21.0 0.0]

['Surya' 'GMRIT' 21.0 91.0]

['Pakki Venkata Sai Manasa' 'GMRIT' 19.0 90.0]

['VINJAMURI ARAVIND' 'GMRIT' 19.0 46.0]

['Michel' 'AITAM' 17.0 89.0]

['Paluri.Kali Halkesh' 'GMRIT' 22.0 72.0]

['Yasin' 'GMRIT' 20.0 63.0]

['Sharon Kota' 'GMRIT' 18.0 20.0]

['Aadhya' 'AU' 19.0 24.0]

['Deepika' 'GMRIT' 19.0 78.0]

['Sri' 'AU' 21.0 29.0]

['Charishma' 'AITAM' 18.0 63.0]

['Surya' 'AITAM' 22.0 45.0]

['Bhavani' 'AU' 23.0 98.0]

['Shyam' 'AU' nan 23.0]

['Laxmi' 'GMRIT' 20.0 86.0]

['Kiran' 'AU' 19.0 85.0]

['Mani' 'GMRIT' 18.0 nan]

['Charan' 'AITAM' 21.0 56.0]

['Aravind' 'AU' 20.0 33.0]

['Nagaraj' 'AITAM' 18.0 12.0]

['Sweety' 'GMRIT' 22.0 nan]

['Jahnavi' 'AU' 19.0 39.0]]

#Displaying the Column as a Record Field

print(y)

**OUTPUT :**

['Pass' 'Pass' 'Pass' 'Pass' 'Pass' 'Pass' 'Pass' 'Pass' 'Pass' 'Pass'

'Pass' 'Pass' 'Pass' 'Pass' 'Pass' 'Pass' 'Pass' 'Fail' 'Pass' 'Pass'

'Pass' 'Fail' 'Pass' 'Pass' 'Pass' 'Fail' 'Pass' 'Fail' 'Pass' 'Fail'

'Pass' 'Fail' 'Pass' 'Pass' 'Fail' 'Pass' 'Fail' 'Fail' 'Pass' 'Pass']

#Tracing the Missing Data

from sklearn.impute import SimpleImputer

imputer = SimpleImputer(missing\_values=np.nan, strategy='mean')

imputer.fit(X[:, 2:4])

X[:, 2:4] = imputer.transform(X[:, 2:4])

# Displaying the Rows as a Record with filled in Missing Values

print(X)

**OUTPUT :**

[['V.Vineela' 'GMRIT' 20.0 89.0]

['V.Swetha' 'GMRIT' 20.0 90.0]

['Upparapalli Ramesh' 'GMRIT' 19.783783783783782 90.0]

['Jyothi' 'AU' 19.0 62.53647058823529]

['Ramu Yerramsetti' 'GMRIT' 20.0 75.0]

['Rajana Sai Manikanta' 'GMRIT' 20.0 84.0]

['Uma Shankar' 'AU' 19.0 12.0]

['Michel' 'GMRIT' 18.0 99.0]

['Dhamareshwarakumar Gandikota' 'GMRIT' 21.0 70.0]

['MS Rizwan' 'GMRIT' 19.783783783783782 92.0]

['Thota Prasanth' 'GMRIT' 20.0 97.0]

['Jhansi' 'GMRIT' 20.0 62.53647058823529]

['Sneha' 'AITAM' 21.0 85.0]

['Bukkaptanam Narasimha Swami' 'AU' 19.0 93.0]

['Renuka kola' 'GMRIT' 19.0 62.53647058823529]

['M. Suryanarayana' 'AITAM' 20.0 8.24]

['Revathi' 'GMRIT' 20.0 62.53647058823529]

['P vamsi' 'GMRIT' 21.0 0.0]

['Surya' 'GMRIT' 21.0 91.0]

['Pakki Venkata Sai Manasa' 'GMRIT' 19.0 90.0]

['VINJAMURI ARAVIND' 'GMRIT' 19.0 46.0]

['Michel' 'AITAM' 17.0 89.0]

['Paluri.Kali Halkesh' 'GMRIT' 22.0 72.0]

['Yasin' 'GMRIT' 20.0 63.0]

['Sharon Kota' 'GMRIT' 18.0 20.0]

['Aadhya' 'AU' 19.0 24.0]

['Deepika' 'GMRIT' 19.0 78.0]

['Sri' 'AU' 21.0 29.0]

['Charishma' 'AITAM' 18.0 63.0]

['Surya' 'AITAM' 22.0 45.0]

['Bhavani' 'AU' 23.0 98.0]

['Shyam' 'AU' 19.783783783783782 23.0]

['Laxmi' 'GMRIT' 20.0 86.0]

['Kiran' 'AU' 19.0 85.0]

['Mani' 'GMRIT' 18.0 62.53647058823529]

['Charan' 'AITAM' 21.0 56.0]

['Aravind' 'AU' 20.0 33.0]

['Nagaraj' 'AITAM' 18.0 12.0]

['Sweety' 'GMRIT' 22.0 62.53647058823529]

['Jahnavi' 'AU' 19.0 39.0]]

#Encoding the Independent Variable

from sklearn.compose import ColumnTransformer

from sklearn.preprocessing import OneHotEncoder

ct = ColumnTransformer(transformers=[('encoder', OneHotEncoder(), [1])], remainder='passthrough')

X = np.array(ct.fit\_transform(X)) #fitting and encoding happens in parallel

#Displaying the Rows as a Record with Categorical Data 0'sand 1's

print(X)

**OUTPUT :**

[[0.0 0.0 1.0 'V.Vineela' 20.0 89.0]

[0.0 0.0 1.0 'V.Swetha' 20.0 90.0]

[0.0 0.0 1.0 'Upparapalli Ramesh' 19.783783783783782 90.0]

[0.0 1.0 0.0 'Jyothi' 19.0 62.53647058823529]

[0.0 0.0 1.0 'Ramu Yerramsetti' 20.0 75.0]

[0.0 0.0 1.0 'Rajana Sai Manikanta' 20.0 84.0]

[0.0 1.0 0.0 'Uma Shankar' 19.0 12.0]

[0.0 0.0 1.0 'Michel' 18.0 99.0]

[0.0 0.0 1.0 'Dhamareshwarakumar Gandikota' 21.0 70.0]

[0.0 0.0 1.0 'MS Rizwan' 19.783783783783782 92.0]

[0.0 0.0 1.0 'Thota Prasanth' 20.0 97.0]

[0.0 0.0 1.0 'Jhansi' 20.0 62.53647058823529]

[1.0 0.0 0.0 'Sneha' 21.0 85.0]

[0.0 1.0 0.0 'Bukkaptanam Narasimha Swami' 19.0 93.0]

[0.0 0.0 1.0 'Renuka kola' 19.0 62.53647058823529]

[1.0 0.0 0.0 'M. Suryanarayana' 20.0 8.24]

[0.0 0.0 1.0 'Revathi' 20.0 62.53647058823529]

[0.0 0.0 1.0 'P vamsi' 21.0 0.0]

[0.0 0.0 1.0 'Surya' 21.0 91.0]

[0.0 0.0 1.0 'Pakki Venkata Sai Manasa' 19.0 90.0]

[0.0 0.0 1.0 'VINJAMURI ARAVIND' 19.0 46.0]

[1.0 0.0 0.0 'Michel' 17.0 89.0]

[0.0 0.0 1.0 'Paluri.Kali Halkesh' 22.0 72.0]

[0.0 0.0 1.0 'Yasin' 20.0 63.0]

[0.0 0.0 1.0 'Sharon Kota' 18.0 20.0]

[0.0 1.0 0.0 'Aadhya' 19.0 24.0]

[0.0 0.0 1.0 'Deepika' 19.0 78.0]

[0.0 1.0 0.0 'Sri' 21.0 29.0]

[1.0 0.0 0.0 'Charishma' 18.0 63.0]

[1.0 0.0 0.0 'Surya' 22.0 45.0]

[0.0 1.0 0.0 'Bhavani' 23.0 98.0]

[0.0 1.0 0.0 'Shyam' 19.783783783783782 23.0]

[0.0 0.0 1.0 'Laxmi' 20.0 86.0]

[0.0 1.0 0.0 'Kiran' 19.0 85.0]

[0.0 0.0 1.0 'Mani' 18.0 62.53647058823529]

[1.0 0.0 0.0 'Charan' 21.0 56.0]

[0.0 1.0 0.0 'Aravind' 20.0 33.0]

[1.0 0.0 0.0 'Nagaraj' 18.0 12.0]

[0.0 0.0 1.0 'Sweety' 22.0 62.53647058823529]

[0.0 1.0 0.0 'Jahnavi' 19.0 39.0]]

#Encoding the Dependent Variable

from sklearn.preprocessing import LabelEncoder

le = LabelEncoder()

y = le.fit\_transform(y)

# Displaying the Column as a Record Field

print(y)

**OUTPUT :**

[1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 0 1 0 1 0 1 0 1 1 0 1 0

0 1 1]

#Splitting the dataset into the Training set and Test set

from sklearn.model\_selection import train\_test\_split

X\_train,X\_test,y\_train,y\_test=train\_test\_split(X,y,test\_size=0.2,random\_state=1)

**OUTPUT :**

[[0.0 0.0 1.0 'Pakki Venkata Sai Manasa' 19.0 90.0]

[0.0 0.0 1.0 'Deepika' 19.0 78.0]

[0.0 0.0 1.0 'Laxmi' 20.0 86.0]

[0.0 0.0 1.0 'P vamsi' 21.0 0.0]

[0.0 1.0 0.0 'Bhavani' 23.0 98.0]

[0.0 1.0 0.0 'Aravind' 20.0 33.0]

[0.0 1.0 0.0 'Kiran' 19.0 85.0]

[1.0 0.0 0.0 'Charishma' 18.0 63.0]

[0.0 0.0 1.0 'Ramu Yerramsetti' 20.0 75.0]

[0.0 0.0 1.0 'Renuka kola' 19.0 62.53647058823529]

[0.0 0.0 1.0 'Thota Prasanth' 20.0 97.0]

[1.0 0.0 0.0 'Charan' 21.0 56.0]

[0.0 0.0 1.0 'Yasin' 20.0 63.0]

[0.0 0.0 1.0 'Sharon Kota' 18.0 20.0]

[0.0 0.0 1.0 'Mani' 18.0 62.53647058823529]

[0.0 0.0 1.0 'VINJAMURI ARAVIND' 19.0 46.0]

[0.0 0.0 1.0 'Surya' 21.0 91.0]

[0.0 1.0 0.0 'Aadhya' 19.0 24.0]

[0.0 1.0 0.0 'Uma Shankar' 19.0 12.0]

[0.0 1.0 0.0 'Bukkaptanam Narasimha Swami' 19.0 93.0]

[0.0 0.0 1.0 'Michel' 18.0 99.0]

[0.0 0.0 1.0 'Sweety' 22.0 62.53647058823529]

[0.0 0.0 1.0 'V.Swetha' 20.0 90.0]

[0.0 0.0 1.0 'Revathi' 20.0 62.53647058823529]

[0.0 0.0 1.0 'V.Vineela' 20.0 89.0]

[1.0 0.0 0.0 'M. Suryanarayana' 20.0 8.24]

[0.0 0.0 1.0 'Rajana Sai Manikanta' 20.0 84.0]

[0.0 0.0 1.0 'Jhansi' 20.0 62.53647058823529]

[0.0 0.0 1.0 'MS Rizwan' 19.783783783783782 92.0]

[0.0 0.0 1.0 'Dhamareshwarakumar Gandikota' 21.0 70.0]

[1.0 0.0 0.0 'Sneha' 21.0 85.0]

[1.0 0.0 0.0 'Nagaraj' 18.0 12.0]]

#Displays X Test Set Info

print(X\_test)

**OUTPUT :**

[[0.0 0.0 1.0 'Upparapalli Ramesh' 19.783783783783782 90.0]

[0.0 1.0 0.0 'Shyam' 19.783783783783782 23.0]

[0.0 1.0 0.0 'Jyothi' 19.0 62.53647058823529]

[1.0 0.0 0.0 'Michel' 17.0 89.0]

[0.0 1.0 0.0 'Sri' 21.0 29.0]

[1.0 0.0 0.0 'Surya' 22.0 45.0]

[0.0 0.0 1.0 'Paluri.Kali Halkesh' 22.0 72.0]

[0.0 1.0 0.0 'Jahnavi' 19.0 39.0]]

#Displays y Training Set Info

print(y\_train)

**OUTPUT :**

[1 1 1 0 1 0 1 1 1 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 1 0]

#Displays y Test Set Info

print(y\_test)

**OUTPUT :**

[1 0 1 0 0 0 1 1]

#Feature Scaling

from sklearn.preprocessing import StandardScaler

sc=StandardScaler()

X\_train[:,4:]=sc.fit\_transform(X\_train[:,4:])

X\_test[:,4:]=sc.transform(X\_test[:,4:])

#Displays X Training Set Info

print(X\_train)

**OUTPUT :**

[[0.0 0.0 1.0 'Pakki Venkata Sai Manasa' -0.63429292487538

0.8838528186880219]

[0.0 0.0 1.0 'Deepika' -0.63429292487538 0.47398849789433334]

[0.0 0.0 1.0 'Laxmi' 0.2191193740478599 0.747231378423459]

[0.0 0.0 1.0 'P vamsi' 1.0725316729710999 -2.190129587264642]

[0.0 1.0 0.0 'Bhavani' 2.7793562708175794 1.1570956992171475]

[0.0 1.0 0.0 'Aravind' 0.2191193740478599 -1.0630027050819986]

[0.0 1.0 0.0 'Kiran' -0.63429292487538 0.7130760183573183]

[1.0 0.0 0.0 'Charishma' -1.48770522379862 -0.0383419030977773]

[0.0 0.0 1.0 'Ramu Yerramsetti' 0.2191193740478599 0.3715224176959112]

[0.0 0.0 1.0 'Renuka kola' -0.63429292487538 -0.05417391705784739]

[0.0 0.0 1.0 'Thota Prasanth' 0.2191193740478599 1.1229403391510069]

[1.0 0.0 0.0 'Charan' 1.0725316729710999 -0.2774294235607623]

[0.0 0.0 1.0 'Yasin' 0.2191193740478599 -0.0383419030977773]

[0.0 0.0 1.0 'Sharon Kota' -1.48770522379862 -1.5070223859418277]

[0.0 0.0 1.0 'Mani' -1.48770522379862 -0.05417391705784739]

[0.0 0.0 1.0 'VINJAMURI ARAVIND' -0.63429292487538 -0.6189830242221693]

[0.0 0.0 1.0 'Surya' 1.0725316729710999 0.9180081787541625]

[0.0 1.0 0.0 'Aadhya' -0.63429292487538 -1.370400945677265]

[0.0 1.0 0.0 'Uma Shankar' -0.63429292487538 -1.7802652664709535]

[0.0 1.0 0.0 'Bukkaptanam Narasimha Swami' -0.63429292487538

0.986318898886444]

[0.0 0.0 1.0 'Michel' -1.48770522379862 1.1912510592832883]

[0.0 0.0 1.0 'Sweety' 1.9259439718943396 -0.05417391705784739]

[0.0 0.0 1.0 'V.Swetha' 0.2191193740478599 0.8838528186880219]

[0.0 0.0 1.0 'Revathi' 0.2191193740478599 -0.05417391705784739]

[0.0 0.0 1.0 'V.Vineela' 0.2191193740478599 0.8496974586218812]

[1.0 0.0 0.0 'M. Suryanarayana' 0.2191193740478599 -1.9086894203196425]

[0.0 0.0 1.0 'Rajana Sai Manikanta' 0.2191193740478599

0.6789206582911776]

[0.0 0.0 1.0 'Jhansi' 0.2191193740478599 -0.05417391705784739]

[0.0 0.0 1.0 'MS Rizwan' 0.034597795902293345 0.9521635388203032]

[0.0 0.0 1.0 'Dhamareshwarakumar Gandikota' 1.0725316729710999

0.20074561736520766]

[1.0 0.0 0.0 'Sneha' 1.0725316729710999 0.7130760183573183]

[1.0 0.0 0.0 'Nagaraj' -1.48770522379862 -1.7802652664709535]]

#Displays X Test Set Info

print(X\_test)

**OUTPUT :**

[[0.0 0.0 1.0 'Upparapalli Ramesh' 0.034597795902293345

0.8838528186880219]

[0.0 1.0 0.0 'Shyam' 0.034597795902293345 -1.4045563057434056]

[0.0 1.0 0.0 'Jyothi' -0.63429292487538 -0.05417391705784739]

[1.0 0.0 0.0 'Michel' -2.3411175227218597 0.8496974586218812]

[0.0 1.0 0.0 'Sri' 1.0725316729710999 -1.1996241453465615]

[1.0 0.0 0.0 'Surya' 1.9259439718943396 -0.6531383842883101]

[0.0 0.0 1.0 'Paluri.Kali Halkesh' 1.9259439718943396 0.2690563374974891]

[0.0 1.0 0.0 'Jahnavi' -0.63429292487538 -0.8580705446851543]]

#Name,College Name,Age,Marks(1-100),Result

import seaborn as sns

data=pd.read\_csv('student.csv')

data.head()

**OUTPUT :**

| **Name** | **College Name** | **Age** | **Marks(1-100)** | **Result** |
| --- | --- | --- | --- | --- |
| **0** | V.Vineela | GMRIT | 20.0 | 89.0 | Pass |
| **1** | V.Swetha | GMRIT | 20.0 | 90.0 | Pass |
| **2** | Upparapalli Ramesh | GMRIT | NaN | 90.0 | Pass |
| **3** | Jyothi | AU | 19.0 | NaN | Pass |
| **4** | Ramu Yerramsetti | GMRIT | 20.0 | 75.0 | Pass |

# Box Plot

import seaborn as sns

sns.boxplot(data['Marks(1-100)'])

**OUTPUT :**

![download.png](data:image/png;base64,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)

# Position of the Outlier

print(np.where(data['Marks(1-100)']>95))

**OUTPUT :**

(array([ 7, 10, 30], dtype=int64),)